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Abstract—The predispatch price forecast plays a key element
in the electricity market. However, such a forecast usually de-
pends on the traditional offline batch-learning technologies, which
cannot respond in time to the unexpected changes in the local
power system environment. Further, the predispatch local price
forecast is often affected by the dynamic price changes from the
neighboring regions. This article proposes a novel online learning
forecast approach to overcome the above issues to provide a better
predispatch price forecast by using the online sequential extreme
learning machine (OS-ELM) algorithm. The article proposes a
novel data structure in the form of a 2-D orthogonal list and
two corresponding OS-ELM modules. One module provides the
rolling day-ahead price prediction and prediction intervals using
the day-by-day online training update, while the other provides
the rolling 30-min prediction using the 2-h-by-2-h online training
update. The proposed approach can continuously perceive any
unexpected events and any price fluctuations from the neighbor-
ing regions in the nonlinear patterns. The proposed approach is
validated using simulation studies based on the data from the
Australian electricity market, and the simulation results show that
the proposed approach can help in improving the forecast accuracy,
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especially when unexpected changes occur both locally and in the
neighboring area.

Index Terms—Electricity market, electricity price, extreme
learning machine, online training, regression analysis.

I. INTRODUCTION

THE predispatch electricity price forecast, conventionally
published day-ahead but now a half-hour ahead plays an

important role in the electricity market to manage the generation
schedules in the upcoming trading day. As the large consumers
are increasingly encouraged to participate in the electricity mar-
kets, they need to be able to react intelligently to the forecasted
spot price [1], [2] to gain economic benefit. Further, the power
generators need to be scheduled and dispatched to match the
prevailing demand every 5 minutes. An accurate and reliable
electricity price forecast within shorter intervals is therefore
required by the market participants.

The predispatch electricity price forecasting (PDPF), also
known as short-term electricity price prediction (SEPP) [3], [4],
is a representative time-series regression model [5] to estimate
the functional relationships between the dependent variables (of-
ten called the “target variables”) and the independent variables
(often called the “input variables”) by analyzing the historical
dataset using a group of statistical or machine learning [6]
processes.

Many SEPP methodologies have been adopted to forecast the
day-ahead electricity price, such as the use of the point, proba-
bilistic, and threshold price forecasting. Authors in [7] and [8]
proposed the use of the point price forecasting, i.e., the forecast
of a single-valued electricity price in a certain fixed horizon in
the future, which is dependent on the price dataset in a period
T. Authors in [9] and [10] proposed the use of the probabilistic
forecasting method that forecasts a probability of the electricity
price instead of a single value electricity price. The threshold
forecasting method utilizes a classification method to divide the
future prices into several thresholds, when the task does not
require an exact prediction on the future prices but requires
several prespecified price thresholds for the decision-making
process, e.g., for demand-side management [11]. In general,
in practical engineering, not only the point price forecasting is
important for risk management but the quantitative estimations
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of the uncertainties during the prediction intervals (PI) [12]
are also required. Moreover, the performance quality of the
SEPP methodologies is also important. Although the conven-
tional approaches for the time-series analysis in statistics, e.g.,
autoregressive integrated moving average [13], mainly rely on
linear models, which can fit the stationary data [14] well, they
also need to have the prediction performance improved, as the
linear perception can hardly be a universal estimator that can
accurately fit the nonstationary data, such as electricity price
series [15].

The artificial neural network (ANN) [16] is a mature machine
learning methodology, that is more popular than the conventional
methods, due to its unique ability to recognize the nonlinear
relationship between the input and the target variables of the
datasets. Deep learning or deep structured learning [17], a
modern variation of ANN, has recently become more attractive
because of its more universal capacity on dealing with the
nonstationary time series data. However, the training of the struc-
ture of ANN, to optimize the hidden layers, the corresponding
weights, and the biases, depends on the batch-learning process
[18]–[20]. Such a process is often time-consuming and requires
massive training data and training iterations. The batch learning
process can be understood as a regression analysis consisting
of two consecutive parts: 1) the training and 2) the forecasting
parts. In the training part, useful patterns and information will
be extracted from the historical data until a certain threshold
is achieved; and in the forecasting part, the trained regression
pattern can be used to calculate the long term or a short-term
real-time prediction as the new data are received. In the batch-
learning approaches, the trained regression pattern is not updated
instantly in the forecasting part. Thus, the decision making based
on the batch-learning algorithms is not adaptive and cannot react
quickly to the unexpected environmental changes in the power
market.

The extreme learning machine [21] (ELM), a machine learn-
ing algorithm having similar ideas as [22] and [23], relies on
the weighted least squares regression [24] and uses the math-
ematical pseudoinverse operation [25], instead of the iterative
method used in ANN, to obtain the hidden layers of the learning
algorithms [24]. Thus, compared to other machine learning
approaches [16], the use of the ELM approaches can obtain a
faster speed in training the same massive data.

However, the conventional batch-learning mode using the
ELM still cannot respond in time to any unexpected changes due
to the increasing penetration of intermittent distributed energy
resources [26], [27], such as the wind, solar, and wave renewable
energy resources [28], [29] in the modern smart grid. Further,
there is increasing use of the battery energy storage systems and
an increased interregional electricity trade [30]. To this end, a
real-time data-training on the recent local price is necessary to
timely perceive the future uncertainties in the regional market.
Besides that, the spot price can be considered as a function of
many local factors, such as the local weather condition, the local
fuel cost, and the price fluctuations, etc. Therefore, considering
the spot price data from other connected grids in time [31] is also
helpful to enhance the forecasting accuracy against uncertain
factors from the global perspective.

Another member among the ELM family [21] referred to as
the online sequential extreme learning machine (OS-ELM) [32],
which has the one-by-one learning manner or the block-by-block
with a fixed or varying data block size is helpful to provide a
regular updating on the initial training. Authors in [33] and [34]
suggest a forgetting factor in OS-ELM to forget the old data
gradually while emphasizing the new coming data. However, in
power engineering, the price forecasting often needs to be cat-
egorized seasonally, that is, the time-series data vary according
to the seasons, therefore, the forgetting factor is not used in this
article. Given that, in this article, the use of the quantile forecast,
spot forecast, and online learning on the electricity price forecast
via OS-ELM to improve the forecast accuracy and efficiency are
more practical and essential.

Therefore, this article proposes a novel machine learning
approach, hybridizing two parallel OS-ELM modules, one mod-
ule provides the rolling day-ahead price prediction and the
corresponding PI using the day-by-day online training update,
while the other provides the rolling 30-min prediction using
the 2-h-by-2-h online training update during the PI. The second
OS-ELM considers the impact of the price information change
from the other grid-connected regions, which can cause the local
price to spike. A novel data-structure using a 2-D orthogonal
list is developed to match the proposed OS-ELM modules. In
the orthogonal list, each data cell in every 48-point group is
linked symmetrically, not only to the 30-min predecessor and
the 30-min successor but also to the day-ahead predecessor and
day-after successor. For example, for the real-time data at 10:00
A.M., its 30-min predecessor and the 30-min successor are the
data at 9:30 A.M. and 10:30 A.M., respectively; and its day-ahead
predecessor and day-after successor data are at 10:00 A.M., 24-h
ahead and 10:00 A.M., 24-h after, respectively. Accordingly, one
of the proposed two parallel OS-ELM modules provides a rolling
day-ahead price prediction during the PI, in which the trained
regression pattern has a regular training update every day by
using all data collected per 30-min over the past 24 h; the other
OS-ELM provides a dynamic 30-min ahead prediction, in which
the trained regression pattern has a regular training update every
two hours by using all data collected per 30-min over the past
two hours.

The novelty and contributions of this article are as follows.
1) A hybrid OS-ELM consisting of two types of OS-ELMs is

proposed to react quickly to the unexpected changes in the
power market, in which one OS-ELM with the day-by-day
update provides the rolling day-ahead price prediction; the
other one with the 2-h-by-2-h update provides the rolling
30-min prediction.

2) A novel 2-D orthogonal list is implemented to support
the quantile forecast, spot forecast crossly to perceive two
types of price information out of the massive historical
price data to provide not only the day-ahead predictions
but also the 30-min rolling predictions.

3) Two kinds of strategies are developed to cope with predic-
tion uncertainties: i) PI is evaluated to quantile the predic-
tion uncertainties in the first OS-ELM for the day-ahead
prediction; ii) the impact of the price information change
from the other grid-connected regions is considered in
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the second OS-ELM for the 30-min rolling prediction to
enhance the forecasting accuracy against uncertain factors
on the global perspective;

4) The Binary Search [35] approach is utilized to refine the
optimal structure of the proposed OS-ELM modules, such
as the number of the hidden layers, the weights, and the
biases.

The rest of the article is organized as follows. Section II
describes the mathematical background of the batch learning
ELM and the online sequential ELM. Section III introduces the
2-D orthogonal list structure, the grid-connected formulation for
the local price prediction, and the proposed learning algorithm.
Section IV describes the simulation data and provides the sim-
ulation results. Finally, Section V gives the conclusion.

II. RELEVANCE REVIEWS

This section gives a brief review of ELM and other method-
ologies.

A. ELM and Batch-Learning

Given a dataset consisting of N data pairs as

{(xj , tj) |xj ∈ Rn, tj ∈ Rm, j ∈ [1, N ]} (1)

where xj = (xj1, . . . , xjn)
T ∈ Rn denotes the jth n× 1 input

vector, tj = (tj1, . . . , tjm) ∈ Rm denotes the jth 1 ×m target
vector, n and m represent the input and the output numbers
of the ELM, respectively, a trained ELM can be understood
as a feedforward network (FN) [21] network with n-input,
m-outputs, and M -layer-hidden nodes in a unified framework,
which can approximately estimate the functional relationship
between each xj and tj , often to be denoted as follows:

tj ≈ fM (xj) =
M∑
i=1

oi · g (ai · xj + bi) (2)

where ai = (ai1, . . . , ain) ∈ Rn, i ∈ [1,M ], is the weight vec-
tor linking the input layer to the ith hidden node, and bi ∈ R
is the corresponding bias (or noise) of the ith hidden node;
oi = (oi1, . . . , oim) ∈ Rm is the respective weight connecting
the ith hidden node and the output nodes, g(·) : R → R is the
activation function, where the sigmoid function is often adapted,
i.e.,

g (ai · xj + bi) =
1

1 + exp (− (ai · xj + bi))
. (2.1)

The ELM can be trained by using the batch-learning (i.e.,
BL-ELM) mode, in which the BL-ELM can organize a large
number of data pairs [e.g., the input-target samples as shown
in (1)] as an integrated training-group. According to [8], [21],
given N data-pair samples, {(xj , tj)}Nj = 1, the corresponding
weight vectors and biases, ai, bi, i ∈ [1,M ], can be assigned
with random values. Thus, the training process of the BL-ELM
can be understood as determining a least-squares solution of
(2), i.e., to optimize the corresponding oi to minimize the error
between each tj and its estimated value fM (xj).

For simplicity, (2) can be expressed in the matrix notation as

H ·O = T (3)

where

H =

⎡
⎢⎣
g (a1 · x1 + b1) · · · g (aM · x1 + bM )

... · · · ...
g (a1 · xN + b1) · · · g (aM · xN + bM )

⎤
⎥⎦
N×M

(3.1)

O =

⎡
⎢⎣

o1
...

oM

⎤
⎥⎦
M×m

(3.2)

T =

⎡
⎢⎣
t1
...
tN

⎤
⎥⎦
N×m

. (3.3)

Equation (3.1) denotes the output matrix of the hidden layers;
(3.2) denotes the matrix of the output weights; and (3.3) denotes
the matrix of the target vectors.

Thus, the least-squares solution of (3), denoted by Ô, can be
estimated by using

Ô = Ĥ† · T (4)

where Ĥ† is called the left pseudo-inverse ofH (whose definition
is given in (3.1)) and can be obtained by using

Ĥ† = (H′ ·H)−1 ·H′ (5)

where H′ represents the transpose of H.
The quality of the least-squares solution Ô can be measured

by the root mean square error (RMSE) between the estimated
value H · Ô [according to (3.1) and (4)] and the target matrix T
[given in (3)]. The formula is given by

Minimize RMSE =

√
mse

(
H · Ô − T

)
(6)

where mse(·) denotes the mean squared error function,
i.e., 1

MaxSize

∑MaxSize
i = 1 (H · Ô − T )2

i . When RSME is small
enough, such parameters as Ô, ai and bi can be deemed to fit
the BL-ELM on the N -training samples perfectly. Thus, given
a new input vector, the BL-ELM with the trained Ô, ai and bi
can be utilized to predict the corresponding outputs, i.e., H · Ô,
as shown in (3).

B. Online Sequential ELM (OS-ELM)

The BL-ELM demands the ELM algorithm to have all training
data, e.g., N data-pair samples, prepared before training. How-
ever, in practical situations, the ELM algorithm often needs to
learn from the new incoming data to detect any unexpected fac-
tors in time. OS-ELM can append the new learning parameters
to the old trained results to increase the training accuracy.

If there are 2-group of distinct samples of different size: N0

andN1. Based on theN0 training data, the least-squares solution
Ô0 with its corresponding weight and bias parameters ai,0 and
bi,0 (i ∈ [1,M ), can be obtained while minimizing (6) as

Min (RMSE) =

√
mse

(
H0 · Ô0 − T0

)
(7)
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where

H0 =

⎡
⎢⎣
g (a10 · x1 + b10) · · · g (aM,0 · x1 + bM,0)

... · · · ...
g (a10 · xN0 + b10) · · · g (aM,0 · xN0 + bM,0)

⎤
⎥⎦
N0×M

(7.1)

and

Ô0 = (H′
0 ·H0)

−1 ·H′
0 · T0. (7.2)

Let K0 = (H′
0 ·H0) , then (7.2) can be rewritten as

Ô0 = K−1
0 ·H′

0 · T0. (7.3)

Likewise, the new hidden layer matrix H1and its correspond-
ing weight and bias parameters, ai,1 and bi,1 (i ∈ [1,M ]), can
be developed based on the N1 training data.

Suppose the least-squares solution Ô and the corresponding
parameters are based on learning the 2-group samples together,
i.e., N0 and N1 as

Min (RMSE)

√
mse

([
H0

H1

]
· Ô −

[
T0

T1

])
. (8)

The least-squares solution Ô can be expressed as an updating
process based on the solution Ô0 and the trained results. As
shown in (9), Ô is represented in a recursive way

Ô = K−1 ·
[
H0

H1

]′
·
[
T0

T1

]
(9)

where K = [H0
H1
]′ · [H0

H1
] = [H′

0 ·H0 +H′
1 ·H1] .

According to (7.3), the K in (9) can be rewritten as

K = K0 +H′
1 ·H1. (9.1)

The product of the last two matrices in (9) can be formulated
as [

H0

H1

]′

·
[
T0

T1

]
= H′

0 · T0 +H′
1 · T1

= K0 ·K−1
0 ·H′

0 · T0 +H′
1 · T1

= K0 · Ô0 +H′
1 · T1

= (K −H′
1 ·H1) · Ô0 +H′

1 · T1

= K · Ô0 −H′
1 ·H1 · Ô0 +H′

1 · T1. (9.2)

By combining (9.1) and (9.2), Ô can be expressed as

Ô = K−1 ·
(
K · Ô0 −H′

1 ·H1 · Ô0 +H′
1 · T1

)
= Ô0 −K−1 ·H′

1 ·
(
H1 · Ô0 − T1

)
(10)

where K can be obtained by using (9.1).
When a set of new data are available, the least-squares solution

Ô can be updated on the trained result Ô0 by using (10).
In general, the updated least-squares solution Ô and the new

hidden layer H = [
H0

H1
] will include more recent information

than H0 and Ô0, which can be more accurate in a real-time
prediction.

C. PIs and the Evaluation

While, so far, we are only concerned with the point price
forecast, in practical engineering, it is useful to take advantage
of the PI to quantify the level of the associated uncertainties and
to make smart decisions.

Given a training dataset as defined in (1), the PI, which is a
simple combination of the point estimate with the corresponding
estimated standard error [9], is associated with a confidence
level written as (1 − α), e.g., 90%, 95%, and 99%, where α
corresponds to 0.1, 0.05, and 0.01, respectively. Based on (2),
the mathematical definition of PIαis defined by

PIα =
(
fM (xj)− z1−α

2
· std (fM (xj)− tj) , fM (xj)

+ z1−α/2 · std (fM (xj)− tj)
)
. (11)

where the term fM (xj) represents the estimated output of the
ELM as shown in (2), where z1−α

2
is the critical point of

the standard normal distribution, and std(·) is the standard
deviation.

The term, PI nominal confidence (PINC), indicates the con-
fidence of quantile predictions, which specifies that the future
forecasting points fM (xj) will lie within the trained confidence
interval as

P (fM (xj) ∈ PIα) = 1 − α. (11.1)

Given the dataset, as shown in (1), the term, PI coverage
probability (PICP), shows the actual coverage probability of the
corresponding PI as

PICP =
1
N

N∑
j = 1

Boolean (fM (xj) ∈ PIα) (11.2)

where the function Boolean(·) returns with one when the math-
ematical expression in the bracket is true, otherwise, with zero.

Finally, the PI quality is often assessed by using the difference
between PICP and PINC, called the average coverage error
(ACE) as

ACE = PICP − PINC. (12)

III. PROPOSED METHODOLOGY

In this section, the Australian National Electricity Market
(ANEM) [36] is adopted to illustrate the proposed method. As
shown in Fig. 1(a), the ANEM consists of five collected regions,
i.e., New South Wales (NSW), Queensland (QLD), Victoria
(VIC), South Australia (SA), and Tasmania (TAS). The pre-
dispatch price forecasting helps us to estimate the volume of the
electrical power to be supplied in the upcoming trading day via
the connected grids. The generators in the interconnected grid
are required to submit every 5 minutes (i.e., dispatch interval) of
every day their maximum supply capacity and availability, and
these are used to schedule and dispatch the generators to meet the
prevailing demand. In turn, based on the bids and offers between
the demand sides and the suppliers, the market-clearing price is
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Fig. 1. (a) Grid-connected Regions in ANEM [36]. (b) Neighbors of the
orthogonal list illustrated on seven successive days spot price of NSW.

obtained by averaging every six successive 5-min dispatch prices
for each 30-min trading interval, where the updated predispatch
forecast is published. The predispatch forecast for NSW is set
to be the study instance.

A. 2-D Orthogonal List and Data Preparation

Fig. 1(b) illustrates the collated price data curves of seven
successive days of NSW and the links based on the 2-D or-
thogonal list example as mentioned in Section I. Each data cell
can be linked using two types of indices, i.e., day-by-day and
30-min-by-30-min.

Following the day-by-day index, each data cell links to its
day-ahead predecessor and its day-after successor, and so on.
As shown in Fig. 1(b), the data cell (marked by the square) at
10:30 A.M. of “Day 7” has six similar data cells along with the
day-by-day axis, each of which is marked by the circle, and
the day-by-day axis is indicated by the dashed arrow at the

Fig. 2. Forecasting Principle of the OS-ELM-1.

10:30 A.M. Following the 30-min-by-30-min index, each data
cell links to its 30-min-ahead predecessor and its 30-min-after
successor, and so on. As shown in Fig. 1(b), the same data cell
at 10:30 A.M. of “Day 7” has 47 similar 30-min-by-30-min data
cells within the same day.

For instance, suppose a time series of the NSW price data is
collected per 30 min (i.e., a trading interval) as

. . . , pd−1,1
NSW , . . . , pd−1,48

NSW , pd,1NSW , . . . , pd,48
NSW , pd+1,1

NSW , . . . ,

pd+1,48
NSW , . . . (13)

where pd,1NSW and pd,48
NSW , respectively, denote the NSW price

data cells at 00:00 and 23:30 of the dth day, thus, the day-by-day
neighbors of the data cell pd,1NSW are pd−1,1

NSW and pd+1,1
NSW , and the

30-min-by-30-min neighbors are pd−1,48
NSW and pd,2NSW , similarly,

the day-by-day neighbors of the data cell pd,48
NSW are pd−1,48

NSW and
pd+1,48
NSW , and the 30-min-by-30-min neighbors are pd,47

NSW and
pd+1,1
NSW .
Two kinds of data preparations are developed by using two

types of indices, i.e., day-by-day and 30-min-by-30-min, to
support the two proposed OS-ELM modules: OS-ELM-1 is
for the day-ahead prediction with PI and OS-ELM-2 is for the
prediction at the half-hour level of each day.

B. OS-ELM-1 for the Day-Ahead Prediction With PI

For the day-ahead prediction, each price data cell corre-
sponding to each 30-min trading interval of each day, e.g.,
pd,iNSW , (1 ≤ i ≤ 48), is assumed to have a nonlinear relation-
ship with several direct and indirect predecessors by sampling
at the day-by-day axis, such as pd−1,i

NSW , pd−2,i
NSW , pd−3,i

NSW , pd−7,i
NSW ,

and pd−14,i
NSW . Consequently, the data pair (xj , tj) as given in (1)

in Section II can be detailed as{
xj=

(
pd−1,i
NSW , pd−2,i

NSW , pd−3,i
NSW , pd−7,i

NSW , pd−14,i
NSW

)′

tj = pd,iNSW

,

1 ≤ i ≤ 48, d ∈ Z+ (14)

where Z+ represent positive integers greater than 15.
The principle of OS-ELM-1, shown in Fig. 2, consists of five

main steps.
In the first step, the input, shown in Fig. 2, can be organized

in a matrix style. This can save the computational cost by using
matrix operations. A sequence of the historical price data, as
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shown in (13), can be organized as N0 (usually a large number)
distinct samples, (x1, t1), (x2, t2), …, (xN0 , tN0), and further
can form an input 5 ×N0 matrix X = [x1, x2 . . . , xN0 ]. Then,
H0 the output matrix of the hidden layers, as mentioned in (7.1)
in Section II, can be obtained by using

H0 = g (Normalize (X ′) ·A+B) (14.1)

where g(·) and Normalize(·), respectively, represent the acti-
vation function as given in (2.1) in Section II and the normalizing
process; A and B are given as follows:

A =

⎡
⎢⎣
a11 · · · a1,M

...
. . .

...
a51 · · · a5,M

⎤
⎥⎦ , B = I · [b1, . . . , bM ] (14.2)

where ai,j and bj i ∈ [1,M ] are uniformly distributed random
numbers in domain [0, 1]; M is the number of hidden layers;
and I is a N0 × 1 matrix of ones.

According to (7)–(7.3) in Section II, the least-squares solution
Ô0 can be obtained by using a matrix operation, which is much
faster than the conventional iterative process.

One of the disadvantages of neural networks, including ELM,
is the weight initialization. For ELM, different initial weights
and distributions would generate different results [a]. Conse-
quently, multiple initializations should generate different opti-
mal numbers of hidden neurons. Therefore, in this article, the
initialization would keep running until the batch-training error
rate can reach a satisfactory level, (in this article the RMSE
is chosen to be less than 20%, or 0.2), which is significant to
affect the results of the successor training, i.e., the online training
process. Finally, the entire error rate should be within 10%.

Thus, in the second step, the test forecast is processed to
validate the quality of the obtained least-squares solution Ô0 by
organizing another group of historical data as similar as in the
first step, to obtain new hidden-layer output H and calculating
H · Ô0, as shown in (3). If the forecast error RMSE as given in
(6) in Section II is satisfied (e.g., less than 0.20 in this article), the
PI will be determined, and the forecast process can be allowed
into the next step. Otherwise, if the accuracy of the test forecast
is not satisfied, which means the least-squares solution Ô0 can
be singular, the above training process must be repeated by
adjusting the weight matrixA, the bias matrix B, and the hidden
layer number M (the details is Section III-D). This type of
adjustment developed in this article is effective to promote the
performance of the conventional OS-ELMs.

In the third step, the proposed OS-ELM-1 produces the future
consecutive 48 spot prices with the determined PI corresponding
to each trading interval of the upcoming trading day. The PI,
PICP, and ACE can be obtained by using (11)–(12) in Section II,
and PINC is set to 0.9.

In the fourth step, the proposed OS-ELM-1 activates the
OS-ELM-2, which is explained in the next part, to provide a
dynamic rolling 30-min-ahead prediction, in which a regular
training update runs every two hours to update the OS-ELM-2.

In the final step, after collecting all the price data over 24
h, the new collected dataset forms 48 distinct price samples,
(x1, t1), (x2, t2), …, (x48, t48), and the hidden layer output

Fig. 3. Data structure of the unit sampling-pair in OS-ELM-2.

matrix H1 is evaluated using the weight matrix A, and the bias
matrix B obtained in the first step. Subsequently, the least-
squares solution Ô0 obtained in the first step can be updated
by using the method given in (7)–(10) in Section II (i.e., Ô0 =
Ô0 −K−1 ·H′

1 · (H1 · Ô0 − T1), where K = K0 +H′
1 ·H1).

Then, the process returns to the third step.
Generally, using this type of updating, the result in the last step

can be equal to the result obtained by using the conventional BL-
ELMs calculated over the two merged hidden layer outputs (i.e.,
H = [H0

H1
] ). However, the online-learning approach can reduce

the computational cost.

C. OS-ELM-2 for the 30-min Prediction

For the 30-min-ahead prediction, the same price data cell as
considered in Section III-B, e.g., pd,iNSW , (1 ≤ i ≤ 48), is also
assumed to have a nonlinear relationship with several direct and
undirect predecessors by sampling at not only the 30-min-by-
30-min axis, such as pd,i−1

NSW , pd,i−2
NSW , . . . , pd,i−6

NSW , but also using
the recent spot prices data from the neighboring regions such as
P d,i−1
QLD , P d,i−1

SA , P d,i−1
V IC , P d,i−1

TAS , as the dashed boxes, shown in
Fig. 3.

Accordingly, the data pair (xj , tj) can be detailed as

⎧⎪⎪⎨
⎪⎪⎩

xj =
(
pd,i−1
NSW , . . . , pd,i−6

NSW , P d,i−1
QLD ,

P d,i−1
SA , P d,i−1

V IC , P d,i−1
TAS

)′

tj = pd,iNSW

, d ∈ Z+

∀k ∈ {i, i− 1, . . . i− 6} ,{
k = k + 48; d = d− 1; if k ≤ 0

k = k − 48; d = d+ 1; if k ≥ 49
(15)

where Z+ represent positive integers. To reduce the computa-
tional cost, particularly in small case studies, the size of xj as
given in (15) can be simplified into

xj =
(
pd,i−1
NSW , . . . , pd,i−4

NSW , P d,i−1
QLD , P d,i−1

SA , P d,i−1
V IC , P d,i−1

TAS

)
′.

(15.1)
The principle of OS-ELM-2 is shown in Fig. 4, which also

consists of the similar five main steps as in OS-ELM-1:
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Fig. 4. Forecasting Principle of the OS-ELM-2.

Step 1: To obtain the corresponding weight matrix A, the bias
matrix B, the optimal hidden layers M , and the least-squares
solution Ô0 of OS-ELM-2, by training over the same historical
dataset but now using the 30-min-by-30-min structure as
defined in (15).

Step 2: To validate the results obtained in step 1, if the test
accuracy of the forecast is greater than 10%, then step 1 is
repeated, otherwise, the process goes to the next step.

Step 3: To forecast the point price for the next trading interval
and to archive the new observed real price.

Step 4: To update the obtained least-squares solution Ô0 of OS-
ELM-2 if the new archived data size has reached four trading
intervals (i.e., all 30-min intervals over 2 h).

Step 5: To return to OS-ELM-1 if the total archived data size has
reached 48, otherwise to return to step 3.

D. Main Framework of the Proposed Algorithm

Fig. 5 shows the main framework of the proposed hybrid
OS-ELM. During the “Initialization” in Fig. 5, the learning
performance can be affected by the weight initialization as well
as by the size of the hidden layer, which can be decided by the
calling function Optimal_OS_ELM_Layer(), as shown in Fig. 5.
The detail of the definition of the function is given in Fig. 6.

E. Optimal Hidden Layers

Accordingly, the optimization of the size of the hidden layers
plays an important key to promote the performance of the pro-
posed OS-ELM modules. Given two datasets, {(xj , tj)}N0

j = 1,

{(xk, tk)}N1
k = 1, as defined in (1) in Section II and a candidate

domain [LowB,UpperB], e.g., [30,1000], a fast search algo-
rithm based on Binary Search [35] is developed in this section
to refine the best size out of the given domain, as shown in
Fig. 6(a).

Fig. 6(b) is an auxiliary function, which is used in Fig. 6(a), to
access the quality of the forecast test when the size of the hidden
layers is given.

IV. NUMERICAL STUDY

In this section, time-series data from the spot prices of NSW,
QLD, SA, VIC, and TAS in January 2018, are collected from
the Australian Energy Market Operator (AEMO) [36] to validate
the proposed algorithm on its ability to forecast the day-ahead

and the real-time electricity price. Each of the datasets includes
1488 continuous-time slices (48 slices/day×31 days), where the
time interval is 30 min between every two of the slices.

The activation functions in both OS-ELM modules are
“hardlim” [32].

To validate the proposed algorithm, two case studies will be
investigated, which are as follows.

1) Case study 1: to test the learning performance of the OS-
ELM-1 on the day-by-day type.

2) Case study 2: to test the learning performance of the OS-
ELM-2 on the 30-min-by-30-min type.

A. Case Study 1

For the OS-ELM-1, the raw time series of NSW can be
organized into 768 data pairs (i.e., 16 days) by using (1) in
Section II-A and (14) in Section III-B and it can be further
divided into two parts: a training dataset, {(xj , tj)}432

j = 1, (for
9 days) and a forecasting-test dataset, {(xk, tk)}336

k = 1, (for one
week).

Also, the optimal size of the hidden layers is set
to 180, which is obtained by using the function Opti-
mal_OS_ELM_Layer(), as shown in Fig. 5(a), where the input
domain is [LowB,UpperB] = [30,1000].

After obtaining the training dataset {(xj , tj)}432
j = 1 the fore-

cast performance of the OS-ELM-1 is investigated by using the
first 144 data pairs in the forecasting-test dataset, {(xk, tk)}336

k = 1
of the OS-ELM-1.

First, the OS-ELM-1 is initialized by using the batch-
processing over {(xj , tj)}756

j = 1 to simulate the setting of a con-
ventional ELM, i.e., without forecasting the accuracy acceptable
value, as shown in the second step in Section III-B, and without
the online learning mechanism. Then, the obtained least-squares
solutions Ô0 continues forecasting for three consecutive days
without any update. The PI of electricity price, as given in
Section II-C, is set with a high confidence level of 90%. The
result is shown in Fig. 7.

The dashed line represents the real price series (i.e., the
“Observation” in Fig. 7), the red line is the price forecast (i.e.,
the “Prediction” in Fig. 7), the blue line with dot marks is the
upper boundary of PI, and the black line with plus marks is the
lower boundary of PI.

As mentioned in Section III-B, because the weights of the
hidden layers are generated randomly, it is hard to strictly
guarantee that it will be an optimal nonsingular matrix for the
first time. If without the RMSE threshold 0.2, the training quality
would not be satisfied, as shown in Fig. 7.

The other case is processed on the same dataset, but the
process strictly follows the five steps shown in Section III-B,
and the results are shown in Fig. 8.

The comparison between Figs. 7 and 8 shows that both
point prediction and PI prediction in Fig. 7 are not satisfied,
particularly during the peak-price period each day. On the con-
trary, Fig. 8 shows that not only a better point prediction is
obtained but also a more reliable PI can be determined.

Without loss of generality, to evaluate the corresponding
interval forecast performance, which is given by (11) and (12) in
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Fig. 5. Main framework of the proposed hybrid OS-ELM.

TABLE I
COMPARISON OF INTERVAL FORECAST RESULTS

Section II-C, the above simulations are processed 50 times inde-
pendently, and the mean comparisons between the PI coverage
probability and the average coverage error are listed in Table I.

According to the average PICP and the average ACE, the
results for the interval forecasts shown in Fig. 8 are better than
the results shown in Fig. 7.

Thus, the results in Fig. 8 and Table I show that the proposed
OS-ELM-1 can achieve a better point prediction of the elec-
tricity price as well as a more reliable PI than those from the
conventional ELM in the batch-learning process.

B. Case Study 2

For the OS-ELM-2, the same raw time series of NSW used
in the Case study 1 is combined with the remaining four time-
series, from QLD, VIC, SA, and TAS, and organized into 900
data pairs (i.e., about 18 days) by using (1) in Section II-A and
(15.1) in Section III-C.

The 900 data pairs are divided into two parts: 1) a train-
ing dataset, {(xj , tj)}756

j = 1, (i.e., about two weeks), and 2) a
forecasting-test dataset, {(xk, tk)}144

k = 1, (i.e., three days). The

optimal size of the hidden layers is 78 while the domain is [30,
200].

Fig. 9(a) shows that the first 756 time slice is used for training,
and the remaining 144 data are treated as the forecasted price to
test the proposed method.

In the first step, the OS-ELM-2 is initialized by using
the batch-learning process over {(xj , tj)}756

j = 1, and the least-

squares solutions Ô0 is obtained. Subsequently, two kinds of
results are compared: 1) the trained OS-ELM-2 is used to fore-
cast the consecutive 144-time slices without using the proposed
online learning and updating actions. The results are shown in
Fig. 9(b); 2) the trained OS-ELM-2 utilizes the online-learning
algorithm as shown in Section III-C to update the least squares
solutions Ô0 during forecasting. The results are shown in Fig. 10.

Fig. 9(a) and (b) shows that the error in the peak usage hours
is relatively high and therefore this method is not satisfactory
both in the training and the forecasting processes.

Fig. 10 gives the forecasted results on the same dataset as
used in Fig. 9(b). The forecasting errors during the peak usage
hours have decreased significantly as shown in the error curve
in Fig. 10.

The comparison of the training accuracy or forecasting ac-
curacy is given in Table II. The accuracy is measured based
on the RMSE error, which represents the standard deviation of
prediction errors. The results from the training stage using the
trained data has the best accuracy, where the RMSE of the error
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Fig. 6. (a) Function to search an optimal size from a given domain (b) Function
to access the quality of the forecast test when the size of the hidden layers is
given.

Fig. 7. 3-day forecasting performance of OS-ELM-1 without online learning.

TABLE II
SUMMARY OF FORECASTING SIMULATION ON 900 CONTINUOUS TIME SLICES

OF THE NSW SPOT PRICE

Fig. 8. 3-day forecasting performance of OS-ELM-1 with online learning.

is less than 5%; the results from the forecasting stage using the
new data without the online learning (OL) process has RMSE
of the error of about 14.6%; and the results from the forecasting
stage using the proposed online-learning and updating processes
has increased the forecasting quality significantly, for which the
RMSE of the error is about 6.8%.

Furthermore, Table II shows that while batch-learning has
an unignorable time cost, the online-learning only needs to
update the trained results and therefore has a negligible time
cost, 0.015625 s, as shown in Table II. Thus, the online-learning
can be used to improve the real-time forecasting quality once
the offline trained pattern has been obtained.

Besides that, to better understand the forecast performance,
there is a forecast reference appended in the last row of Table II,
which is based on the t+ 1 persistence forecast, one of the
simplest methods for forecasting the future trend of a time series,
denoted as “P-Forecasting.” The detail is given in Section VI -
Appendix.

Comparing to the corresponding RMSE, the batch-learning
ELM has better performance, and the proposed online-learning
is the best.

C. Summary

By using the proposed orthogonal list, the day-by-day forecast
in Case 1 has been transferred into 48 spot forecasts in parallel,
and the corresponding interval forecast such as PI is evaluated
to quantile the prediction uncertainties for the day-ahead pre-
diction; when it comes to the 30-min forecast (i.e., almost real-
time), the global price information from the other grid-connected
regions is considered to enhance the forecasting accuracy against
uncertain factors for the 30-min rolling prediction. Such kind
of design is effective to utilize the quantile forecast, spot fore-
cast, and online learning into the practical electricity price
forecast.
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Fig. 9. OS-ELM-2 in training and forecasting (a) the training result of OS-ELM-2 and (b) the forecasting result without online sequential learning.

Fig. 10. OS-ELM-2 in forecasting with online-learning and updating.

All simulations in this article are processed using a computer
system with Intel (R) Core (TM) i7-5500U (CPU@2.4GHz) and
16 GB RAM, using the MATLAB 2016a environment.

V. CONCLUSION

This article proposes a novel online-learning ELM algo-
rithm to improve the conventional predispatch electricity price
prediction. In the proposed algorithm, a novel data structure

using a 2-D orthogonal list is developed to help recognize the
nonlinear information from two kinds of data series, i.e., the
daily and the 2-hourly data series. Accordingly, the proposed
algorithm consists of two OS-ELM modules that can update the
two training patterns while processing the price prediction: OS-
ELM-1 and OS-ELM-2. The first module provides a total day-
ahead prediction with the determined PI for the next upcoming
trading day; the other provides a dynamic rolling 30-min-ahead
update. To increase the perception of the potential upcoming
fluctuations on the local market, the recent price information
from the neighboring grids is also considered in the OS-ELM-2.
The article also proposes a fast search algorithm to optimize the
number of hidden layers in the initialization. The results from an
extensive simulation study show that the proposed method can
cope with unexpected dynamic price changes better than the
traditional batch-learning. Further, the impact of the unexpected
price changes in the neighboring states in the studied ANEM
can also be considered.

APPENDIX

Persistence forecast [37] considers that future values of the
time series can be calculated on the assumption that the condi-
tions remain unchanged between “current” time t and future
time t+Δt. A straightforward implementation of the persis-
tence model is simply as follows:

ŷt+Δt = yt.

Also, the corresponding RMSE, i.e., root mean square error,
can be calculated as follows:

RMSE =

√√√√ 1
N

N∑
t=1

[ŷt − yt]
2
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where ŷt and yt are the forecast and the real value at time point
t, respectively; N is the size of the samples.
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